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Abstract

Recently, a variety of community detection models have en-
joyed impressive success. However, most of them are limited
to static social networks. Snapshot-based methods for dy-
namic community detection also degrade when we are inter-
ested in more detailed changes in a cluster. In this paper, we
propose a novel model, which explores the community evolu-
tion in temporal social networks through modeling temporal
affiliation strength between users and communities. Instead
of transforming dynamic networks into static networks, we
propose utilizing normal distribution to estimate the changes
of strength, which is more concise and comprehensive. Ex-
tensive quantitative and qualitative evaluation on large social
network datasets show that our model achieves improvements
in terms of prediction accuracy and reveals distinctive insight
about evolutions of temporal social networks.

Introduction
A community is a cluster of nodes with more intense in-
teractions amongst its members than the rest of the net-
work (Leskovec, Lang, and Mahoney 2010). Using citation
network as an example of social network, millions of schol-
ars share knowledge and make connections with each other
in the means of publishing and citing papers. Such interac-
tions between scholars exhibit their research areas of inter-
ests. We consider each scholar as a node and each research
area as a community in this social network. Revealing the
traits of these communities helps us understand the devel-
opment of a social network, thus enabling us to answer the
following questions such as:
• When does a certain user’s membership to a certain com-

munity begin and fade?
• How does a community evolve over time?

Most studies in dynamic community detection, also
known as community evolution, focus on clustering algo-
rithms from macroscopic perspective of communities (Acar,
Dunlavy, and Kolda 2015; Chakrabarti, Kumar, and
Tomkins 2011; Chen et al. 2010; Tang et al. 2008), such as
density (Takaffoli, Rabbany, and Zaı̈ane 2014), and clique
percolation (Palla, Barabási, and Vicsek 2007). Another line
of work on dynamic community detection divides temporal
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Figure 1: (a) is the input network where links denote peo-
ple’s interaction. (b) is the output bipartite affiliation graph.
Each user will connect communities with a weight like FuA
in a normal distribution with mean value µuA and variance
σuA.

networks into multiple slices (snapshots) (Yang et al. 2011;
Greene, Doyle, and Cunningham 2010; Sun et al. 2010), so
that a dynamic network can be treated as a time series of
static networks.

Existing approaches, however, still have some drawbacks.
The macroscopic perspective of a community cannot reveal
the detailed evolution of communities. It can also lose much
information to observe a community as a series of consecu-
tive snapshots over time. Some approaches merge snapshots
to analyze networks at a large time granularity, which can
lead to inaccurate lifetime detection for a cluster because of
the loss of details about the changes of clusters. In this pa-
per, we would like to answer following research questions:

1. How can we detect the community evolutions from the
perspective of individual members?

2. How can we model the consecutive membership strength
between users and communities?

We answer such questions by studying community evolu-
tion through modeling temporal strength between users and
communities. Figure 1 shows the overview of our model.
The input is an interaction network among users, where the
directed edges have two time-stamps for two users (see Defi-
nition 1 for more details). The output is a bipartite affiliation
graph where each user can connect multiple communities
with scores in a distribution with respect to time.



Modeling dynamic community strength in a continu-
ous distribution is challenging. Simply maximizing the
likelihood produces almost infinite negative edges. Our
model utilizes the normal distribution to extract the com-
munity strengths, means and variances of distributions au-
tonomously. We also propose a novel method of sampling
negative edges to antagonize positive edges, which achieves
a better performance.

We evaluate our model with both quantitative and quali-
tative evaluation. For quantitative evaluation, we apply link
prediction tasks. Additionally, we quantitatively analyze the
dynamic relationship between communities and users, and
formation process of individual communities.

Our main contributions are as follows:
1. Perspective: We study community evolution by modeling

temporal strength between users and communities and ob-
serve flows of the membership of users among multiple
communities as community evolution.

2. Our Model: To the best of our knowledge, we are the first
to model the continuous relationship between users and
communities with normal distribution; we also propose
a novel approach of sampling negative samples to maxi-
mize the likelihood. We name our model CDOT, which is
short for Community Detection Over Time. We release all
the code for the models described in this paper. 1

3. Performance: Extensive experiments on large datasets
show our model outperforms strong baseline methods by
a large margin in terms of prediction accuracy. We also
present some real-world applications of our model in aca-
demic networks.

Modeling
In this section, we first mathematically formulate our prob-
lem and then describe our modeling.

Problem Formulation
We start the formulation with introducing the background
of temporal interaction network. Figure 2 illustrates the in-
teractions among users in a social network, which can be
seen as a user reposting network or a citation network . In
this social network, each user interacts with others by post-
ing a paper or tweet that mentions a post of another user.
Each interaction produces a link with two time stamps as at-
tributes: i) the first time stamp is the time when the original
post is posted; ii) the second time stamp is the time when it
is mentioned. By ignoring the posts, we can build a network
consisting of users and there can be multiple edges with time
stamps between two users. We show the definitions of some
basic concepts used throughout this paper.

Definition 1. Temporal Interaction Network. A tempo-
ral interaction network is defined as a directed unweighted
graph G = (V,E). V is the vertex set representing |V |
users. The edge set E denotes the interactions between
users. Each edge e ∈ E is associated with two time stamps
t1, t2. This can be derived from the various types of interac-
tions such as citing papers, re-tweeting and commenting on

1http://anoymous.due.to.blind.review/
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Figure 2: An illustration of social interaction.

social media. The time stamps represents the posting time
(t1) and mentioning time (t2). A directed edge (u, t1, v, t2)
indicates the communication of users at different moments.

Definition 2. Affiliation Strength. A nonnegative param-
eter Fuc represents the affiliation strength of a user u in a
community c (Yang and Leskovec 2013). Fuc = 0 means
node u is not affiliated to community c. In temporal net-
works, we assume that the strength between a community
and a user is not fixed but changes over time. Thus, we use
Puc(t) to represent the weights of Fuc at time t. Finally, we
have

πuc(t) = Puc(t)Fuc
as the temporal strength between a user u in a community c
at time t.

Definition 3. Probability of User Interaction. We de-
note pu,v,t1,t2 as the probability of the existence of an edge
(u, t1, v, t2) in a Temporal Interaction Network. We assume
the connection between users are through all internal com-
munities with different contributions. The probability of an
interaction between two users through a particular commu-
nity c is πuc(t1)πvc(t2). p(u, t1, v, t2) is calculated in the
following equations, where C is the set of all communities.

H =
∑
c∈C

πuc(t1)πvc(t2),

p(u, v, t1, t2) = 1− exp(−H),

(1)

The problem we aim to solve is how to better model the
such probability of edges in temporal social networks.

Model Description
Figure 1 in Introduction shows the structure of our model.
Given a temporal social network, our model produces a bi-
partite graph where the nodes on one side represent the users
in the social network G and the nodes on the other side rep-
resent communities. Denote the time t as optimal time when
the πuc(t) achieves its maximum value. We assume the dis-
tribution of the optimal time t is normal distribution. Thus,
we have µuc and σuc as the mean and the variance values of
the normal distribution with respect to πuc(t). In the follow-
ing paragraphs, we talk about the reasons why we choose
normal distribution and the effects.

1. We argue that it is very common that a user u enters into
a field of interest (a community c) at a particular time.
Finally, at another time, it leaves from this community
forever. Thus, πuc(t) tends to be unimodal.



2. The two parameters are very reasonable. The more a
time stamp t is close to the mean µ, the higher affiliation
strength πuc(t) will be. σuc represents the duration of the
membership of u with c to some extent, A small σuc sug-
gests the affiliation is more dynamic and just appears at a
particular short period of time near µuc. A larger σuc in-
dicates the affiliation is more stable and lasts for a longer
time.

3. Another reason is that, using normal distribution just
incorporates only two new parameters for each affilia-
tion and can model the strength at any time. Whereas,
snapshot-based method demands us to control the win-
dow numbers, which is very hard in practice.

4. Moreover, it is easier and more efficient to compute the
derivatives when we use normal distribution than using
other distributions. While tuning the parameters of the
normal distribution, we can calculate only one parameter
at a time. The gradient function is then convex, which
make the optimization feasible. Related formulas and de-
ductions are discussed in the Parameter Learning section.

With this assumption, our model can capture more infor-
mation from temporal individual relationship and represent
the changes of affiliation strength more easily. It is true
that there are some successful attempts in community detec-
tion, including Cluster Affiliation Model for Big Networks
(BIGCLAM) (Yang and Leskovec 2013) over networks, and
COmmunity Level Diffusion (COLD) (Hu et al. 2015) over
text, time and networks. Our model significantly goes be-
yond those by directly studying the temporal components
with a distribution perspective. The parameter training pro-
cess is discussed in the next section.

Parameter Learning
In this section, we explain the parameters learning process
of our model.

Objective Function
Given the interaction network G(V,E), we aim to detect K
communities by fitting our model to the underlying network
G. Our goal is to maximize the log-likelihood l(F, µ, σ) =
logP (G|F, µ, σ):

F̂ , µ̂, σ̂ = argmax
F≥0,σ>0

l(F, µ, σ), (2)

where H is defined in Eq. 1 and

l(F, µ, σ) =
∑

(u,v,t1,t2)∈E

log(1− exp (−H))−
∑

(u,v,t1,t2)6∈E

H. (3)

Sampling
As a matter of fact, we notice that the second term in the
likelihood is almost infinite because the time t is a continu-
ous parameter; even if we divide the time interval into slices,
the number of parameters will be enormous. Therefore, we
adopt the sampling method to restrict the amount of negative
edges.

N+(u) is a set of edges connecting to node u, andN−(u)
is a set of negative edges that we randomly sample with uni-
form distribution from the nonexistent edges in origin net-
work G. As for the t1 and t2, we sample them by first set-
ting two time ranges respectively for u and v when their in-
teractions occur the most. The number of negative edges
equals to a definite ratio r of the original edges. Finally,
we can compute

∑
(v,t2)∈N−(u) Fvc with time complexity

O(N+(u)×r). Thanks to the extreme sparsity of real-world
networks, we are able to update Fu, µu, σu in near constant
time.

Computing Derivatives
To optimize our objective function defined in Eq. 2, we
adopt the block coordinate gradient ascent method (Hsieh
and Dhillon 2011). Before any computation, we initialize
our F using the result of BIGCLAM(Yang and Leskovec
2013) with our sampling method, so that the optimization is
faster.

We denote Fu as a vector consisting of {Fuc|c ∈ C},
representing the affiliation strength of the user u to all the
communities. We update Fu for each node with all other
parameters being fixed. The mean value µu and the variance
σu are updated in the similar way. We utilize this updating
method since if we fix the other parameters, the problem of
optimization will convert to a convex optimization problem.
Then we solve three following subproblems.

Subproblem 1: updating Fuc with fixed µvc and σvc
argmax l(Fu), (4)

where
l(Fu) =

∑
(u,v,t1,t2)∈N+(u)

log(1− exp(−H))−
∑

(u,v,t1,t2)∈N−(u)

H. (5)

The subproblem can be further solved by projected gradi-
ent ascent,

Fnewuc = max (0, F olduc + αFu∇(Fuc)), (6)

where αFu
is the step size computed by backtracking line

search, and the gradient is:

∇l(Fuc) =
∑

(v,t2)∈N+(u)

exp(−H)

1− exp(−H)
Puc(t1)πvc(t2)

−
∑

(v,t2)∈N−(u)

Puc(t1)πvc(t2).
(7)

Subproblem 2: updating µuc with fixed Fvc and σvc
After the community affiliation matrix F updated, we fix

F and σ,update the community time parameter matrix µ:

µnewuc = max (0, µolduc + αµu∇(µuc)). (8)

where αµu
is computed as αFu

, and the gradient is:

∇l(µuc) =
∑

(v,t2)∈N+(u)

exp(−H)

1− exp(−H)
πuc(t1)πvc(t2)

t1 − µuc
σ2
uc

−
∑

(v,t2)∈N−(u)

πuc(t1)πvc(t2)
t1 − µuc
σ2
uc

.

(9)



Subproblem 3: updating µuc with fixed Fvc and σvc
After updating the community time parameter matrix µ,

we fix F and µ, update the community time parameter ma-
trix σ:

σnewuc = max (0, σolduc + ασu∇(σuc)), (10)

where

∇l(σuc) =
∑

(v,t2)∈N+(u)

exp(−H)

1− exp(−H)
πuc(t1)πvc(t2)

(t1 − µuc)
2 − σ2

uc

σ3
uc

−
∑

(v,t2)∈N−(u)

πuc(t1)πvc(t2)
(t1 − µuc)

2 − σ2
uc

σ3
uc

.

(11)

The whole process is illustrated in Algorithm 1.

Algorithm 1 Parameter learning for our model
1: Initialize F,µ,σ.
2: repeat
3: Sample negative edges in a definite ratio of origin edges
4: for u = 1, 2, ..., N do
5: Calculate∇l(Fu) based on Eq.7
6: Calculate αFu using backtracking line search
7: Update Fu
8: for u = 1, 2, ..., N do
9: Calculate∇l(µu) based on Eq.9

10: Calculate αµu using backtracking line search
11: Update µu
12: for u = 1, 2, ..., N do
13: Calculate∇l(σu) based on Eq.11
14: Calculate ασu using backtracking line search
15: Update σu
16: until convergence or maxiter is reached
17: Return parameters F, µ, σ.

Time Complexity Our model involves three times the
number of parameters than BIGCLAM (Yang and Leskovec
2013), as we consider the temporal effects. Whereas, we
achieve a time complexity at the same level of BIGCLAM.
Our model has higher speed than COLD (Hu et al. 2015),
which is based on Gibbs sampling and thus needs to run in
a particular order. A notable advantage of our model is that
it can compute each node simultaneously since it uses block
coordinate gradient ascent method.

Evaluation
We evaluate our model from various aspects. We first quanti-
tatively evaluate the model with extracting overlapping com-
munities in a link prediction task. Similarly, we test the per-
formance of time prediction. Finally, we qualitatively evalu-
ate our model with showing temporal relation between com-
munities and users by several cases.

Evaluation Setup
Datasets Our datasets are extracted from MAG (Microsoft
Academic Graph) (Sinha et al. 2015), a citation network in-
cluding over 160M papers. Due to the enormous amount of
nodes and edges, we selected part of papers and their cor-
responding authors. We create two datasets (M200, BD) for
our quantitative evaluation and qualitative evaluation respec-
tively.

The quantitative evaluation dataset consists of papers
from 200 academic conferences under computer science,
named as M200. Based on these papers, we gain their au-
thors and years. For authors, we have their fields of study
which serve as the ground truth of overlapping communi-
ties. Additionally, we extract paper titles, which is necessary
for COmmunity Level Diffusion(COLD). The subgraph of
MAG is built by these features where nodes are authors and
directed edges are citation relationships with a pair of pub-
lishing years as an attribute, (u, t1, v, t2) (recall Definition
1). We divide it into two parts: 80% is training set and 20%
is the testing set. We utilize 5-fold cross validation on this
dataset in training process. Note that this division is only
applied on edges where nodes are unchanged. We randomly
select all edges between two nodes which still have edges to
other nodes if selected edges were removed, in order to keep
the local connectivity that each node is connected to a part of
the graph. Mathematically, the method keeps the number of
connected components unchanged before and after division.

Another dataset is used for qualitative evaluation consists
of papers under the research topic big data, named as BD.
Features of authors and titles and the way of building sub-
graph are the same as above. We apply our model to the
whole set without division, aiming to give a overall picture
of the affiliation of each author in his/her involved research
areas under BD.

The statistics of the dataset is shown in Table1.

Dataset Nodes Edges Papers Ground-truth
Communities

M200 318915 4093867 500869 19 and 290
BD 81488 2505560 120268 25

Table 1: Statics of the M200 and BD dataset.

Baseline Methods We compare the proposed model with
several following state-of-the-art competitors.

1. Cluster Affiliation Model for Big Networks (BIGCLAM)
(Yang and Leskovec 2013) only uses edges in networks
based on affiliation graph model. In Parameter Learning
section, we improve BIGCLAM with sampling method,
otherwise, its performance is far from being compared.
This modified model is marked as BIGCLAM*.

2. Communities through Directed affiliations (CoDA)
(Yang, McAuley, and Leskovec 2014) is also improved
from BIGCLAM. It divides a community into two pat-
terns: cohesive or 2-mode. The feature accounts for edge
directions.

3. COmmunity Level Diffusion (COLD) (Hu et al. 2015)
models topics and communities in a unified latent frame-
work. It addresses the community diffusion problem over
text, time and networks. Except for link prediction, it uses
topics and memberships to accomplish the time stamp
prediction task.

Note that our model, CoDA and BIGCLAM take only nodes
and edges as input, while COLD additionally utilizes titles
of papers. There are differences in applications between



these four models. All of four have the ability to detect com-
munities and make a prediction of the existence of an edge.
Moreover, our model and COLD are able to predict a partic-
ular time of a establishment. Utilizations of features and ap-
plications of models are summarized in Table 2. All exper-
iments are conducted on a Linux machine with 40 2.4GHz
CPU cores and 128G memory.

Features Tasks

Model Graph Time Titles

Comm-
unity
Dete-
ction

Time
Predi-
ction

CDOT ◦ ◦ × ◦ ◦
CoDA ◦ × × ◦ ×

BIGCLAM* ◦ × × ◦ ×
COLD ◦ ◦ ◦ ◦ ◦

Table 2: Features and Tasks of Models

Model Initialization We find that BIGCLAM(Yang and
Leskovec 2013) 2 has a serious problem. If K is small,
each community is relatively big in a huge network. Conse-
quently, all the affiliation strength between users and com-
munities is near zero. The main reason is that BIGCLAM
assumes that two nodes affiliate to a same community only
if they have edges. However, this constraint is too strict,
because few people could connect all the nodes in a large
community except for some people who are (or close to)
the center of this community. That is why BIGCLAM can
only find small groups where people connect with each other
more densely. When we apply this method to large social
networks, where anyone may cite anybody and the fields
are bigger, containing more users, the original BIGCLAM
dose not work. We improve BIGCLAM with the sampling
method. Then use the results of it to initialize the strength of
our model F . It speeds up the inference process and saves
us a lot of time. After that, for each node u and community c
whose Fuc>0, we initialize µuc (the midpoint of the whole
period T ) and σuc = 1

2T .

Sampling Ratio In our experiment we find that the sam-
pling ratio is very important. If the number of communities
we want to detect is small, we set the ratio larger, in order
to avoid the situation that one user lies in excess number of
communities. When the number of communities is large,
we set the ratio small. Then the communities spread from
initial seeds. In our experiment below, we set the sampling
ratio 0.5 for 19 communities, and 1.0 for 290 communities.

Choose the number of communities. We set the num-
ber of communities as ground truth. Although there may
be multiple divisions of communities in a network, we can
compare with the other baselines better in this condition.

Quantitative Evaluation – Prediction
The quantitative evaluation part is based on the dataset
M200. We first evaluate our model based on link prediction.

2SNAP:http://snap.stanford.edu/snap

Figure 3: Link Prediction Performance

Then, we test temporal modeling by time stamp prediction.

Community Detection (Link Prediction) A common
method measuring the performance of a model in com-
munity detection task is link prediction (Liben-Nowell and
Kleinberg 2007). Given a set of edges, the model estimates
the probability that they are links between users. In our
model, the probability from user u at time t1 to user v at
time t2 is measured by Eq. 1.

Area under the receiver operating characteristic curve
(AUC) is taken as the prediction measurement, since des-
ignating a threshold for the probability for link existence is
artificial. An edge is called positive when it comes from the
original dataset. Here we take all edges in the testing set as
positive edges. Accordingly, negative edges are ones which
do not exist in the original dataset. We randomly select neg-
ative edges equal to 10% of the number of edges in training
set. All of models take the number of communities as an in-
put parameter. It is assigned as the exact number of ground
truth.

Figure 3 shows the AUC scores of four models. Our
model demonstrates better performance on link prediction
task than other models. Moreover, BIGCLAM* and CoDA
is significantly more accurate than COLD, showing that af-
filiation graphic model outperforms topic models in aca-
demic society. We infer the reason is that, unlike Twitter
or Weibo, the structure of academic society has more re-
strictions. People in academic society can not say anything
at any time. The better performance of our model than BIG-
CLAM* and CoDA reveals that it is feasible for our model to
capture dynamic strength between users and communities.

Temporal Modeling (Time Stamp Prediction) Here we
demonstrate the novel feature of our model that shows su-
periority over existing methods in terms of time prediction.
Time stamp prediction (Wang and McCallum 2006) is to es-
timate the occurring time of a previously unseen document.
Given a user u, another user v who cites u, and the publish
time of original document t1, which are three of four ele-
ments in a link (u, t1, v, t2), the model predicts the value of
t2. It measures the capability of modeling the distribution
of activation time of an author. Here our method to mea-
sure time prediction is negative log-likelihood (N-log). We



calculate all of the likelihoods

p(u, t1, v, t
′

2) =

K∑
c=0

FucPuc(t1)FvcPvc(t
′

2)

for all time stamps t
′

2 ∈ [mintime,maxtime], where
mintime, maxtime are the minimum and maximum of
publish time in the dataset respectively. We then apply nor-
malization

pn(u, t1, v, t
′

2) =
p(u, t1, v, t

′

2)∑t
′
2=maxtime

t
′
2=mintime

p(u, t1, v, t
′
2)

to all p(u, t1, v, t
′

2). Next, we calculate negative log-
likelihood l = − log pn(u, t1, v, t2) for truth value t2. We
take the average value of all negative log-likelihoods from
input edges as the result of nlog measurement. Mention
that, we set a upper threshold for the value of negative log-
likelihood. We reset all the values greater than 5 to 5, in
order to measure which model is capable to predict more ac-
curately. Thus, the result of nlog measurement is a positive
value less than 5. Note that since BIGCLAM(*) and CoDA
do not support the temporal prediction.

Model 19 Communities 290 Communities
CDOT 2.734 2.363
COLD 4.693 2.161

Table 3: Nlog Measurement Result

Table 3 illustrates the score of nlog measurement. Our
model dramatically outperforms COLD in predicting time
stamp of community 19, but COLD is slightly better than our
model in community 290. One significant point is that our
model does not utilize title information compared to COLD.
Our model has the superiority in simpleness without losing
prediction accuracy. It directly makes the assumption that
strength of a user obeys normal distribution over time, which
gains considerable veracity on predicting publish year of an
unseen paper. In contrast, COLD adopts multinomial distri-
butions over topics and time, where its complexity on mod-
eling is higher. We argue that in this example, COLD runs
45.7k second while ours only needs 2.4k seconds. Also, they
utilize more textual information while we only consider the
network.

Qualitative Evaluation – Application
Utilizing the temporal social network, our model is able
to detect users’ strength of affiliation among truth or latent
communities. Furthermore, we can demonstrate users’ be-
longing to communities at a time to grasp the whole picture
of communities. In this part, we associate title and author
information with our result for visualization analytics, there-
fore we can demonstrate related names and keywords, which
is not used in model training. This part of experiment is base
on the dataset BD.

Since the likelihood of the link between a user and a com-
munity represents the affiliation strength, we regard the like-
lihood as the activation of a researcher in such field of study.

(a) Joann J. Ordille (b) Stefano Ceri

(c) Danilo Ardagna (d) Hakan Ferhatosmanoglu

Figure 4: Temporal activation of researcheres among fields.
Names are listed below the corresponding pictures. The hor-
izontal axis represents the time, from 1980 to 2016. The ver-
tical one suggestes the affiliation strength. Each block(color)
is on behalf of a community, or a field of study equally.
The overall wavy shape reflects the variation of affliation
strength through one’s research career.

We map likelihoods of all communities in the same year
to [0, 1] according to their propotions of the sum of them.
Figure 4 consists visualizations of temporal activation vari-
ation by time among fields under topic big data, from 4 re-
searchers. Figure 4(a) gives the most common and simplest
snapshot of a research career, concentrated on one or two
research topics, with stages of entry level, high production
and exit. Figures 4(b) to 4(d) demonstrate the situation that
a researcher explors new research field in the middle of his
career. There are vanishment of activation in communities
in Figure 4(d). From these visualizations of temporal activa-
tion, including appearance of new fields, vanishment of past
fields and steady state of ongoing research, we have certi-
tude that our model has its distinctive capability of temporal
modeling. The superiority of our model lies in the ability to
predict the distribution with less features even missing data.

Here we illustrate the feature from the large scale per-
spective of communities. Figure 5(a) and 5(b) are visualiza-
tions of selected communities in 1987 and 2016 respectively.
The visualization result either demonstrates the capability of
community detection. Moreover, we observe the significant
phenomenon about community evolution. Compared with
the picture in 1987, we can find that there are few times of
academic interactions between research fields more than be-
fore. An acceptable explanation is that the topic big data
was a prospective study in 1987 but it has become one of
most leading edge studies since the twenty-first century, es-
pecially the second decade. The actual demands of indus-
try propose large amount of practical problems, which are
frequently complex, for scientists to collaborate with each
other coming up with solutions. This actuates the ongoing
development of a field and incremental researchers getting
involved in multiple areas and crossing fields. A common
feature of two pictures is that points lying between corners



(a) 1987 (b) 2016

Figure 5: Communities in research field big data. We select 2 most active communities of a researcher in a specific year. A
researcher is more active in a community while the colored point is getting more closed to the corner and has a bigger size.
Points align on sides and diagonal lines represent researchers active in both two communities with slight disparity. We choose
5 communities with most number of researchers and omit others, intending to draw a distinct picture between communities and
years. Related keywords are listed aside each of the corners.

are distributed approximatively uniformly, indicating that
5 communities here have their specialty without becoming
an appendage of others, although interactions are abundant.
Thus, this picture shows a piece of community evolution
concept due to our continous temporal modeling.

Related Work
The community detection work can be divided into two
types. The first type is static community detection, and the
second one is dynamic community detection, also known as
community evolution.

Static Community Detection
Static community detection has been extensively investi-
gated in the last decade (Xie, Kelley, and Szymanski 2013).
A series of affiliation graph models (Yang and Leskovec
2012; 2013) are proposed based on the idea that commu-
nities arise due to shared group affiliations (Breiger 1974).
Meanwhile, a increasing number of recent works incor-
porate both the network structure and content to improve
community detection performance, such as Link-PLSA-
LDA (Nallapati et al. 2008), PMTLM (Zhu et al. 2013),
and COLD (Hu et al. 2015). This line of work, however,
defines the communities are static. This can be limited to
volatile users. Instead, we propose to model the relationship
between users and communities in a dynamic way, which
better fits the real-world application and reveal more infor-
mation about the evolution of temporal social networks.

Dynamic Community Detection
Existing work of dynamic community detection can also
be divided into two main kinds of approaches according to
the information they leverage: Indirect methods and Direct
methods.

Indirect methods firstly focus on identifying communities
within a set of snapshots of target networks, and then syn-
thesize a final model of their lifetime based on the time
steps(Acar, Dunlavy, and Kolda 2015; Chakrabarti, Kumar,
and Tomkins 2011; Chen et al. 2010; Tang et al. 2008). In
each snapshot of the network, temporal factors are thought
as the same and thus they can utilize conventional static
community detection methods. Their results of lifetime of
communities can be inaccurate when when network snap-
shots are sparse and contain few connections. Some meth-
ods merge snapshots to analyze data at a large time granu-
larity lose the details of the change in a cluster.

Direct methods design models with temporal factors to di-
rectly leverage the whole information in time series. Con-
sequently, they can learn the community structure from
the original dynamic network(Fu, Song, and Xing 2009;
Leonardi et al. 2016; Mao et al. 2014). Our method is one of
the direct methods as well. Most of the direct methods are
based on tensor decomposition techniques, resulting in low
physical interpretation. By comparison, our work identifies
communities in a continuous distribution, which provides a
more detailed and comprehensive view.

Conclusion

We propose the model CDOT (Community Detection Model
of Multi-interaction Over Time) to first represent the tempo-
ral factors regarding the strength between users and com-
munities in temporal social networks and then to detect dy-
namic communities. CDOT uses Normal distribution so it
can avoid some deficiencies that could be brought by us-
ing static snapshots. Both experiments and applications val-
idate that our model achieves substantial improvements to
the baseline methods.
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